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…and ML Promise

Results

• Presence of tumor
• Bone break
• Additional 

conditions
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ML Promise

All GauResults

• Presence of 
tumor

• Bone break
• Additional 

conditions

Results:

• Traffic Jam Ahead
• Take Next Exit

• Pedestrian Detected
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All GauResults

• Presence of 
tumor

• Bone break
• Additional 

conditions

ML Promise

All Gaul is divided into three 

parts, one of  which the 

Belgae inhabit, the Aquitani

another, those who in their 

own language are called Celts, 

in our Gauls, the third. All 

these differ from each other 

in language, customs and 

laws. The river Garonne…

Results:

- Overlap with 
US10318434B2

- Related to 
US8847335B2
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Supervised Machine Learning

• Today’s supervised ML pipeline components:

Data Labels

Model

Loss Training

7



Data Bottlenecks

Bottleneck 2: Distortion

Unlabeled 
Data

Labels

Bottleneck 1: Getting Labels
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Data Labels



The Need for Labels…

Modern supervised models need lots of labeled data
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The Need for Labels…

Modern supervised ML models need lots of labeled data

Tons of unlabeled data, but labeling is

• Expensive,

• Static,

• Slow.

11Crawford and Paglen



Weak Supervision To the Rescue

• Weak supervision: reduce the label bottleneck
• Some of the users:
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def LF_pneumo(x):
if re.search(r’pneumo.*’, X.text):

return “ABNORMAL”

def LF_short_report(x):
if len(X.words) < 15:

return “NORMAL”

def LF_ontology(x):
if DISEASES & X.words:

return “ABNORMAL”

def LF_off_shelf_classifier(x):
if off_shelf_classifier(x) == 1:

return “NORMAL”

LABELING FUNCTIONS

1. Users write labeling 
functions to create 

noisy labels

PROBABILISTIC 
TRAINING DATA

𝑌1

𝑌2

𝑌3

𝑌4

𝑌

LABEL MODEL

2. We model and combine
these labels

END MODEL

3. The generated labels 
are used to train a 

downstream model
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The Snorkel / Weak Supervision Pipeline
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The Snorkel / Weak Supervision Pipeline
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Intuition
Witnesses

Votes

Result

Naïve approach: majority vote
15



Improving on Majority Vote
Witnesses
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1. Incorporate 
accuracies

Witnesses

…

2. Incorporate 
correlations
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Label Model

…

𝜆1

𝜆2

𝜆3

𝑌

Graphical 
Model

Parameters

1. Accuracies

E[𝜆𝑖𝑌]

2. Correlations

E[𝜆𝑖𝜆𝑗]

If we knew parameters… could 
do inference 𝑃(𝑌|𝜆1, 𝜆2, … , 𝜆𝑚)

Our goal: learn parameters, 

without observing 𝒀
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Look for latent relationships with observables

How Does WS Work?

Observable: Rate of 
agreement/disagreement 

Accuracy Parameters: Want 
to estimate these 



How Does WS Work?
Exploit latent relationships with observables

Multiply first two equations, divide by third

System in three 
accuracies, lhs are three 

pairwise rates



But ML is Far More Diverse…

20

• Labels can be real-valued

datacadamia

rbloggers



Labels Can Be: Rankings

21Laughing Squid

Casey Newell



Labels Can Be: Hyperbolic Space Points
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Hyperbolic Graph Convolution Networks, NeurIPS ‘19



Anders Sandberg

Labels Can Be: Manifold Points
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Marcel Campen



Labels Can Be: Graphs
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Tanase/Radu



Labels Can Be: Trees

25
Stanford NLP

CTree



How Do We Do This for Diverse Y’s?
What does this multiplication even mean?

https://openreview.net/pdf?id=YpPiNigTzMT


Common to our labels: a way to measure distance
- Ranked lists: various ways to measure closeness
- Manifolds: often equipped with a distance 
- Graphs: edges in common

- Space with a distance: metric space

Another Way of Encoding Accuracy

27

Binary accuracy term General accuracy term



Distances Generalize Majority Vote
Before modeling accuracies… what’s a majority vote?

• All weak outputs might be different!

• Need to use distance… the natural choice:



Need more relationships between latent terms and observables…

How Do We Find Accuracies?

29

Observable: Rate of agreement Accuracy Parameters

Needs strong assumptions… alternatives exist



• Snorkel MeTaL: Training complex models with multi-task weak 
supervision, RHDSPR, AAAI ‘19

• Multi-Resolution Weak Supervision for Sequential Data, 
SVSFFKRXFPR, NeurIPS ‘19

• FlyingSquid: Fast and three-rious: Speeding up weak 
supervision with triplet methods, FCSHFR, ICML ’20

• Comparing the value of labeled and unlabeled data in method-
of-moments latent variable estimation”, CCMSR, AISTATS ‘21

• Universalizing Weak Supervision, SLVRS, ICLR ’22
• Liger: “Shoring Up the Foundations: Fusing Model Embeddings 

and Weak Supervision”, CFAZSFR, ‘22.

Some of Our Work
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Data Bottlenecks

Bottleneck 2: Distortion

Unlabeled 
Data

Labels

Bottleneck 1: Getting Labels
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Data Bottlenecks
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Data

Labels

Bottleneck 1: Getting Labels
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Embeddings

France

Italy

Paris

Rome

Continuous representations that 

preserve structure & relationships
33
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Preserving Relationships

Encode relationships into a graph

• Hierarchical relationships: trees
• Ex: Artists -> Albums -> Songs

• Embed into Euclidean space?
• Results in distortion

1. Sgt. Pepper's 
Lonely Hearts 
Club Band 2. With a Little 

Help from My 
Friends

3. Lucy in the 
Sky with 
Diamonds

1. It Won't Be 
Long

→ Non-Euclidean Embeddings!
34



Choice of Embedding Space Matters!

• Q: Do trees embed well in Euclidean space 

2

1

4

35

Distance: 2

Distance: 2

Distortion!
35

Biggest Stretch

Worst 
Compression



Euclidean space distorts hierarchical relationships.



Hyperbolic Geometry

What are these spaces? How do we use them in ML?
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Models, Distances, and Trees

• Poincaré model of hyperbolic space

• Connection to tree distance:
• Hyperbolic distance:

• Hyperbolics naturally represent trees!

Hierarchical Other Data

1. Why does it work?
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Embedding Trees: New Constructions

• Powerful tool for embedding trees

• Arbitrarily low distortion!

• At each node: place children into 
disjoint subcones

• Single global scaling factor.

Non-Euclidean embeddings: scales matter!

Hierarchical Other Data

2. How to embed?

39



Optimization Model

• Examples: 20 node cycle and ternary tree

Hierarchical Other Data

2. How to embed?

40

Loss:

Optimizer: 
Riemannian

SGD



1. Sgt. Pepper's 
Lonely Hearts 
Club Band 2. With a Little 

Help from My 
Friends

3. Lucy in the 
Sky with 
Diamonds

1. It Won't Be 
Long

• Hierarchical relationships: trees
• Ex: Artists -> Albums -> Songs

• Embed into hyperbolic space!
• Low distortion

• + Guarantees

How do we go beyond hierarchical data?



Spherical Euclidean Hyperbolic

Model Spaces

Problem: How do we combine these?

Hierarchical Other Data

42

curvature



Simple Answer: Take Products

Product manifold

• Distances decompose:

• Easy optimization

Hierarchical Other Data

=

2. How to embed?
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Results

Cycle 
(|V| = 40, |E| = 40)

Tree
(|V| = 40, |E| = 39)

Ring of Trees
(|V| = 40, |E| = 40)

(𝐄3)1 0.106 0.148 0.099

(𝐇3)1 0.164 0.032 0.080

(𝐒3)1 0.001 0.161 0.111

(𝐇3)1× (𝐒3)1 0.111 0.054 0.062

Hierarchical Other Data

2. How to embed?
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• Representation tradeoffs for hyperbolic embeddings, RHDSPR,
ICML‘18

• Learning mixed-curvature representations in product spaces, 
GSGR, ICLR ’19

• Hyperbolic graph convolutional neural networks, CYRL, 
NeurIPS ‘19

• Low-dimensional knowledge graph embeddings via hyperbolic 
rotations, CWSR, NeurIPS GRL ’19

• Low-Dimensional Hyperbolic Knowledge Graph Embeddings”, 
CWJSRR, ACL ‘20

Some of Our Work
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Data Bottlenecks

Bottleneck 2: Distortion

Unlabeled 
Data

Labels

Bottleneck 1: Getting Labels
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Thank you!

Joint Work With: 

Nicholas Roberts, Changho Shin, Winfred Li, Harit Vishwakarma, Dyah Adila, Aws 
Albarghouthi, Ben Boecking, Chris Ré, Chris De Sa, Alex Ratner, Albert Gu, Paroma
Varma, Jared Dunnmon, Ines Chami, Beliz Gunel, Dan Fu, Mayee Chen

https://pages.cs.wisc.edu/~fredsala/

fredsala@cs.wisc.edu

https://pages.cs.wisc.edu/~fredsala/

